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INTRODUCTION

This study is a part of the Sierra Nevada Ecological Project (SNEP), the goal of which was to
provide an accurate hydrologic assessment and resources analysis study tool for use at watershed scales.
During this project a model was developed, integrating various sources of information and allowing a
synthesis of the hydrological processes for a watershed in the central Sierra Nevada Range.  The SNEP
case study of Camp Creek can provide a better understanding of ecosystem behavior and a set of
management options for evaluating its’ sustainability.  One must keep in mind that model representations
of physical hydrological laws are bound by the assumptions made for their elaboration;  they only
represent reality at particular space and time scales.  In this report we will attempt to place the model in
context of the assumptions and limitations and describe other methods for treating these processes.

Hydrological processes are influenced by factors like climate, topography, soil type and structure,
and vegetation.  Because these factors vary continuously in the landscape and interact together, it is
difficult to predict the impacts of changes in any of their properties within the watershed without a
simulating tool.  The Surface-Subsurface Model is coupled with a Geographic Information System (GIS)
that provides an easy way to manipulate large arrays of distributed data.  Thus by changing the inputs and
running the program, we can visualize and analyze their effects on the outputs, spatially and temporally.
Finally, this model can be considered a management tool to predict the impact of landscape
transformations like forest fires, logging, grazing or other activities on the hydrologic budget.  The model
can simulate the effects of complex interactive phenomena.  It may improve our understanding of the
hydrologic processes in a mountainous area.

What effect will changes in the water regime have on terrestrial ecosystems?  This is a central
question affecting predictions of ecosystem response to global climate change.  Understanding what
components of the hydrologic cycle and related ecosystem processes are sensitive to land use and climate
change is critically important for the entire Sierra Nevada ecosystem.  A far better understanding of
regional hydrologic processes is needed if we are to understand how land management interacts with
climate so that realistic strategies can be developed for balancing the demand for urban and agricultural
water use.  The interaction between climate and hydrologic systems is through plant water use.  The
biology of terrestrial and aquatic ecosystems depends on an integration of the quantity, quality, and
temporal delivery of water resources, the complexity of which requires an integrated analysis of surface
and subsurface processes and conditions.  The distribution of terrestrial ecosystems is primarily
determined by the interaction of climate and topography and the type and frequency of the disturbance
regime on the landscape.  The extreme Mediterranean climate in California and the frequency of fire
create a highly dynamic landscape, where relatively small climate shifts can have significant impact on
the local distributions of biome types.  Water uptake and transpiration rates determine the amount of CO2

available for photosynthesis, the mineral nutrition status of the plant, and limits the potential growth rate.
Soil moisture, nutritional status, and disturbance regime (type and frequency) largely determine the
impact of environmental "stresses."  Population dynamics interfaces with the response to environmental
stresses and determines whether directional succession will lead to changes in the distribution and
abundance of plant communities on the watershed.

To a first approximation, canopy water use is driven by the surface energy budget, available soil
moisture and the foliar biomass or surface area.  The seasonality and distribution of soil moisture
determine both the type of vegetation and the biomass accumulation.  Several years of below normal
precipitation can cause increased mortality to the forest directly, or indirectly, by increasing susceptibility
to insects, pathogens, and wildfire as occurred during the drought of 1987-1993.  If demand for latent heat
exchange changes (due to a change in net radiation, either total or seasonal), or the supply of water (soil
moisture either total or seasonal), then species distributions and/or densities and biomass will change.  It
is possible to predict the direction of changes in vegetation type or density under different climate change
scenarios provided sufficient knowledge of seasonal soil moisture demand and energy budgets by different
community types are understood.  The ecosystem implications of climate change can be predicted through



changes in evaporative demand, phenology, life history, and ultimately shifts in species distributions and
biome boundaries.  Such changes could be predicted by the ecohydrologic model.

CAMP CREEK CASE STUDY

The study site for this SNEP case study is the Camp Creek sub-basin of the Cosumnes River in
the El Dorado National Forest, on the west side of the Sierra Nevada (Figure 1). The centered coordinate
of the study area is: 38o42’ north latitude and 120o23’ west longitude.  The reasons for selecting this
watershed are: The Cosumnes basin is unique in the Sierra Nevada because it is a relatively low elevation
undammed watershed (from 51 m to 2356 m).  The watershed has typical west side forests including oak
woodlands (lowest elevation), yellow pine, and red fir (highest elevations).  Forests include early to late
seral stages, and areas of recent wildfires, selected-cut, clear-cut, and re-planted forests. The complex
mosaic of surface covers makes the study more realistic and useful to other watershed applications.  The
figure (from McGurk, this volume) also shows the locations of climate and hydrologic discharge stations
within the Cosumnes River basin.

A smaller sub-watershed of a tributary into Camp Creek was used for hydrologic simulations and
scenarios.  The Snow Creek and Pebble Creek watersheds were selected by the SNEP team for several case
study scenarios.  Snow Creek is centered at 38°42’ latitude and 120°25’ longitude and is 3.55 km2.
Pebble Creek is centered at 38°42’ latitude and 120°26’ longitude and is 2.81 km2.

Another advantage in studying Camp Creek is the availability of satellite data to drive the
hydrology model.  Satellite data provides a basis for enriching the spatial information in the model by
making it possible to develop a truly spatially distributed hydrology model. The hydrology model is now
running at the 30 meters spatial scale of TM images on the Camp Creek drainage.  There is an excellent
GIS database for this watershed that includes Landsat Thematic Mapper satellite images, DEMs, digital
soil and geology maps, roads, forest vegetation and inventory maps, county build-out maps, and many
other data layers in the SNEP database.  Data from U.S. NOAA Climatological Weather Station data,
California Climate Data Center (CDEC), California Irrigation Management and Information System
(CIMIS) data, and data are from the forest service are also available.  Quarter hour water level recording
data was available for intermittent periods between January 1987 and June 1990 at three stations
(Darlington Canyon, Pebble Canyon, and Little Light Canyon) within the watershed.  Because there is no
recorded stream cross section the data can’t be converted to a hydrograph.  We searched for existing
hydrologic and weather data which could be used for model validation.  Well data from four stations in
Darlington Creek (Section 26, T10R14) were available from the Eldorado National Forest which were
installed by the forest hydrologist and geologist to monitor herbicide transport with sub-surface flow.  The
wells are 38, 22, 65 and 16 ft deep, respectively.  Well logs were available with water depth recorded
manually beginning in Sept., 1991 and continued weekly through Sept. 29, 1992.  Continuous recording
rain and stream gauges were installed to complete the hardware for monitoring the hydrologic cycle and
battery operated data loggers were installed.  However, because of intermittent power failures, only
incomplete data were provided.  The forest also recorded tipping bucket rain gauge data at about 2780 m
elevation but which was unreliable because of uncertainties during snow fall periods.  Due to the limited
nature of the hydrologic data for Darlington Canyon we excluded it from use in the current validation of
the Ecohydrologic model.  However, continued investment in the site would be useful for future validation
work and the data stations should be maintained.  Using recording devices designed for a wider range of
weather contions may be an important upgrade for future studies.

The Eldorado National Forest also has adequate field-measured ecologic unit site data within and
around the watershed to evaluate data quality for soils, geology, potential natural vegetation, and special
features.  The Forest Inventory Analysis (FIA) for Eldorado National Forest was used to evaluate
vegetation characteristics and was a database on 26,000 trees from 241 plots.





The general structure of the model is shown in Figure 2.  This schematic figure of a watershed
illustrates the spatial relationships among the cells in the model and shows the connection between the
inputs and outputs for a cell.  The model was run with cells having a size of 30m by 30m for the Camp
Creek watershed.  Another way to visualize these relationships is shown in Figure 3 which illustrates the
inputs and outputs for a cell in the watershed.  This figure describes some scenarios that might be
considered using the model, such as climate processes, wildfires, and forest management and illustrates
some environmental effects that might be evaluated.

OBJECTIVES

1. Complete the development of a linked Eco-hydrology Model.
2. Simulate hydrologic patterns over the Camp Creek watershed.

TERRESTRIAL ECOSYSTEMS AND HYDROLOGIC MODELS

Typically, ecosystem patterns (e.g., the yellow pine forest or the red fir forest) are recognized
based on repeated community or structure units or their transitional forms within a larger mosaic.  This
complexity makes simple assumptions about vegetation patterns and water use prone to significant error.
The explicit spatial distribution of ecosystems affects the transfer of energy and matter between systems.
The amount and seasonal phenologic timing of canopy water use is dependent on the ecophysiological
processes of the dominant species.   Similar seasonal and spatial (vertical and horizontal) patterns in root
activity and soil water uptake make it essential to have detailed information about the distribution of type,
density, and structure of vegetation within the watershed.  Because there is an intimate interaction
between the biologic system and the physical environment at small patch sizes, it presents difficult
aggregation problems at watershed and regional scales without knowledge of the dynamics and the
linearity of ecosystem processes.

It is necessary to predict spatially distributed patterns to predict the impact of possible climate
variation, particularly if the impact associated with global warming is to be understood.   It is difficult to
predict climate changes such as those that might result from atmospheric trace gas forcing.  Long-term
GCM estimates suggest that one effect of doubling the present atmospheric CO2 concentration could be
warmer winter minimum air temperatures, which would lift the snow line several hundred meters.
Predicting the possible distribution of snowpack under these scenarios is difficult but important if
hydrologic response is to be evaluated.  These warmer winter storms would lead to more precipitation
falling as rain and less as snow even if the total amount of precipitation did not change.  Changing the
distribution of precipitation would increase the probability of winter floods and decrease montane snow
storage, the hydrologic component that is critical for the late summer water supply.  Either climate
outcome would bring adverse effects to terrestrial and aquatic systems in the Sierra Nevada.
Understanding hydrologic process and the hydrologic response to landuse and climate change requires an
integration of all hydrologic components.  It is not enough to develop the most inclusive and theoretically
complex hydrologic model, because the input parameters need to be easy to derive from existing data
sources and realistic.  So some balance is needed between rigorous physically driven processes, scale of
the processes, and data availability.

Most  “physically based” hydrology models fall short in combining surface and subsurface flow
much less including vegetation effects on the water budget.  The technical meaning of physically based
models have various interpretations.  Generally what is meant is a “quasi-physical” model that uses
simple physical equations for hydrologic phenomena.  It must be kept in mind that the physical laws
behind such models have been validated under specific and narrowly defined criteria and the linearity of
the processes and appropriateness of multiple time/space scales may not be valid when applied over entire
watersheds.  Nonetheless, these models have largely been focused on regional scales while resources
managers typically plan at a watershed scale.  Furthermore, models do not fully exploit remote sensing
data--the only near-contemporaneous spatially detailed data that exists.







Surface water simulators such as US Army Corps of Engineers TABS-MD calculate surface flow
to streams but ignore the groundwater system. Similarly, groundwater analysis models (e.g. the USGS
MODFLOW) assume given or static inputs from the surface as boundary conditions that disconnected
them from the vadose zone and vegetation effects. Jordan (1992) applied two of the best developed
models, the SHE (Systeme Hydrologique Europeen; Abbott et al., 1986) and TOPMODEL (Topographic
Models; Beven and Kirby, 1979), but could not model fast subsurface flows despite including all physical
processes in the model.  The SHE model used cells of 250m by 500m (1% of watershed).  Gao et al.
(1993), developed a fine scale (15 m by 15 m) spatially explicit physically-based surface-subsurface model
to overcome the limitations of surface only or subsurface only approaches.  They used a 1D Richard’s
equation to simulate unsaturated flow, a 2D groundwater flow equation assuming horizontal flow, a 2D
kinematics wave equation to simulate overland flow, and stream flow was routed using the St. Venant
equation. It was possible to model the basin solving the partial differential equations (PDEs) implicitly
because (1) the watershed was only 4.4 ha. and well-instrumented, (2) the groundwater flow system was
deep and isolated from the surface and as such was ignored, and (3) stream flow was not modeled. Even
with these simplifying assumptions, the complexity of their approach is impractical at the scale of typical
watersheds nor is the essential data to derive the model available.  The model is computationally intensive
due to the small time steps and very large matrix inversions that are necessary to solve implicit solutions
of PDEs over large areas using grid cells of realistic size. Furthermore, the physically based models
(described above and others) input parameters are largely depend on field observational data sources and
existing maps.  Finally, the interactions between hydrologic properties and ecological conditions (e.g.,
evapotranspiration rates and patterns) are not examined.

Even fewer models consider interactions of the physical hydrologic system with ecological
conditions, despite obvious connections between plants and the interception of precipitation, soil water
retention, and evapotranspiration.  Hydrological models such as Regional Hydroecological Simulation
system (RHESSys) are somewhat more biologically based but lack physical rigor.  In recent years several
models that address spatial and temporal information have been developed, such as the SiB2 model
(Sellers et al., 1986), MTCLIM model (Running et al., 1987; Hungerford et al., 1989), and Forest-BGC
model (Running and Coughlan, 1988), that can simulate climate and some hydrologic components for
large scale studies.  The minimum spatial scale in these models is on the order of kilometers and the
temporal scale on the order of days.  A distributed hydrology-vegetation model was developed for complex
terrain (Wigmosta et al., 1994) that used 180 m spatial and one-day temporal scales to study surface and
subsurface water movement.  However, these models were developed for ecological studies so the main
focus has been to predict evaporation and plant transpiration while ignoring both infiltration and surface
flow.  A simplifying assumption has been that the study area had a homogeneous soil and the surface
cover parameterization used a preexisting vegetation map that may not correctly represent current
vegetation distributions.  The objectives, input parameters, and spatial and temporal resolution of these
models have limited their application when applied to watershed scale hydrologic studies.

ECOHYDROLOGIC MODEL

The ecohydrologic model we developed for SNEP was derived from the rainfall event model of
Xiao et al. (1996), and was modified to include surface energy balance and atmospheric exchange in order
to compute an annual mass and energy balance hydrologic model. Explicit parameterization for energy
budget and evapotranspiration was added by modifying the existing models to use the ET, carbon, and
climate parameterizations described in MTCLIM and Forest BGC (Running et al., 1987; Running &
Coughlan, 1988; Hungerford et al., 1989).  Running & Coughlan (1988) used a simple physiological
parameterization of canopy conductance and gas exchange developed for western conifer forests.  Forest
BGC uses simple physically-based formulations to calculate the characteristics of the vegetation surface as
function of LAI, morphology, vegetation type, and soil reflectance properties.  This combined model
generates a dynamic representation of the spatial and temporal distributions of surface flow, infiltration,
soil moisture, water table, subsurface flow, rainfall, evaporation, transpiration, snow pack, snow melt, and
canopy interception (Figure 4).  The vegetation type, leaf area index, canopy height, root zone depth, and
soil moisture are used to calculate evapotranpiration, surface heat flux, canopy temperature, and soil





temperature.  The soil moisture, surface flow field, subsurface flow field, and infiltration are calculated
from the hydrologic sub-model.  The domain of the hydrology model is from the canopy/land surface to
the bedrock and the time step varies from seconds during a precipitation event to days when changes in
surface and subsurface flows are small.

MODEL DESCRIPTION

The spatially and temporally continuous surface-subsurface hydrologic flow model is integrated
from five submodels which simulate the component hydrologic processes for each cell in the study area
(Figures 3, 4). The precipitation submodel simulates spatial and temporal distribution of rainfall and snow
over time.  The physiological submodel predicts spatial and temporal distribution of evapotranspiration.
The surface flow submodel simulates overland flow.  The infiltration submodel simulates vertical water
movement from the ground surface to the subsurface water table or to maximum infiltration depth.  The
subsurface sub-model calculates lateral ground-water flow.  A vertical and horizontal mass balance is
calculated for each cell at the end of each time step.  Time steps are determined by the process requiring
the shortest time step as determined by the CDF condition (Courant, et al., 1928).  Our approach to
modeling assumes simple physical relationships instead of applying the more rigorous higher-order
transient differential equations used to estimate detailed local-scale hydrologic processes or the
empirically based regional scale methods utilizing rainfall and stream gauge data.  This simplifying
decision makes the model more applicable to a minimum number of input parameters that are potentially
available in sufficient spatial detail at regional scales.  The linkages among the submodels are based on
the mass balance.

Within each cell, all surface and subsurface flows are linked and water flows laterally between
cells. Surface flow is stimulated as steady during a time step using Manning's equation.  The equation is
applied in the x and y directions of the horizontal plane and is a simplification of the two dimensional
solution of the St. Venant equations.  Forms of this equation have been widely applied in surface flow
models (Abbott et al., 1986; Jordan, 1992; Gao et al., 1993).  Surface roughness is derived from remote
sensing data and available vegetation maps.   Surface slope is derived from DEM data, and the water
ponding depth is estimated from continuity of water movement.  Infiltration is calculated using the
method developed by Green and Ampt (1911).  The parameters are all derived from available soil survey
databases (e.g., USDA SCS or USDA Forest Service) and derived relations using standard equations
(Maidment, 1993).  A one-layered soil profile (surface undecomposed organic matter, root
zone/unsaturated zone, and saturated zone) is used for calculating soil moisture distribution, unsaturated
flow, and saturated subsurface flow.  The horizontal water movement in the subsurface and ground water
recharge are calculated from Darcy's Law.  In the calculation for subsurface flow and determination of
water table, the Dupuit assumption is assumed to be satisfied.

The study area is gridded at the same scale in X and Y directions (Figure 2).  We assume the
land surface and subsurface physical properties are homogenous within each grid cell even though the
properties are heterogeneous over the whole study area.  Figures 2 and 3 illustrated how the grid and the
model are abstracted from the natural landscape.  A mass balance is computed for each cell in the grid.
Figure 5 shows a three dimensional representation of the hydrologic processes in the model and an X- Y
plane view of the surface and subsurface flow paths.  This figure describes the inputs and outputs in terms
of the hydrologic fluxes.

The spatial scale of the model can be varied from meters to kilometers (depending on input data
resolution) and temporal scales from seconds for storm studies to daily for ET and subsurface flow.  This
model is suitable for application to any study area because the model is not trained on empirical data.
Because this model is physics-based, and uses remotely sensed data in a GIS database, it can be applied to
any study area and produces surface and subsurface hydrographs as well as soil moisture history for all
cells in the problem domain.  All of the parameters and variables needed by this model are directly or
indirectly found from satellite remote sensing data, USGS topographic data, available soil survey data,





and meteorological data.  Land use and construction layers (forest, roads, stream locations, buildings, and
free surface water) are classified from Landsat TM data  while others are from SNEP databases.

Climate Variables.

Several data sets are needed to drive the model including hourly precipitation and daily air
temperature, relative humidity for the water year (September 1994-September 1995).  To the extent that
climate data were unavailable, the missing variables were derived from other information.  Data sets were
obtained from the National Climate Atmosphere Research Center in Boulder, CO, the US Weather
Service Regional Archives, Reno, Nevada, the California Data Exchange Center (CDEC), and the
California Irrigation Management Information System (CIMIS).  In addition, some data was available for
stations within the watershed from the USFS Eldorado National Forest and the Eldorado Irrigation
District but these records were not continuous up to the current weather year.  There are three USGS
gauging stations within the watershed.  Jenkinson Reservoir has inflow and outflow data records.

Precipitation

In the typical orographic precipitation regime, the local rainfall rate and cumulative rainfall are
largely affected by the regional weather patterns as modified by local terrain features.  Precipitation is a
primary input to the hydrology model (Figure 5) which uses weather station estimates of precipitation,
wind direction, air temperature, net solar radiation, and relative humidity that are spatially distributed
over the watershed using the topography.  We adapted much of the structure of the model MTCLIM
(Mountain Microclimate Simulation Model) by Running et al., 1987 and Hungerford et al. 1988, to
extrapolate routine NWS (National Weather Service) data to adjacent mountain terrain and make
corrections for elevation differences between the station data and the cell.  The main objective is to
provide spatially distributed climate data on which to drive ecosystem models.  There are 21 NOAA
weather stations located in or near the Cosumnes River basin used for validation.  Accuracy depends on
how realistically weather station data can be extrapolated over a complex terrain.  We used mean monthly
regression equations developed from the 30-year long-term mean monthly rainfall record from seven
weather stations located at mid-elevations in the central Sierra Nevada.

Table   1.  Weather stations with 30 year climate record.
NOAA Climatological Data from

sites identified in Table 1, were used to
compute linear and third order monthly
regressions for precipitation rates.  We
avoided stations with shorter data records and
those located in sites where rainfall rates were
possibly biased by their location.  Since
rainfall is strongly dependent on topographic
elevation, we correlated rainfall and elevation
by developing an empirical “environmental
precipitation lapse rate” for the Camp Creek region.  Because the weather stations are located
approximately along the same latitudinal gradient, we assume that latitude is implicit in the function.  In
an initial examination of these data, we observed that rainfall generally increased with elevation up to
about 2000 m and declined at higher elevations.  Because of this nonlinearity, we computed two different
monthly correlations, linear and third order (Table 2). The minimum monthly correlation coefficient for
predicting rainfall as a function of elevation, for a third order regression was 0.86 (October).  The best-fit
30 year mean monthly precipitation predictions for February (Figure 6a) and May (Figure 6b) are shown
as a function of elevation.

     WEATHER STATION ELEVATION  (M)

SACRAMENTO WSO CITY      7.62
PLACERVILLE 563.9
COLFAX 737.6
SALT SPRINGS 1128
LAKE SPAULDING 1571
BOWMAN DAM 1641
TWIN LAKES 2438







TABLE 2.   Regression coefficients and coefficients of determination for the polynomial and first order
equations relating mean monthly rainfall to elevation.

first order regression third order regression
a b r2 a b c d r2

Jan 4.018 0.0014 0.90 3.9969 0.0009 4.0e-07 -5.0e-11 0.87
Feb 3.2104 0.0012 0.93 3.0319 0.001 2.0e-07 -4.0e-11 0.92
Mar 3.1003 0.0013 0.92 2.8997 0.0011 2.0e-07 -4.0e-11 0.90
Apr 1.5468 0.0007 0.91 1.2465 0.0009 1.0e-07 -1.0e-11 0.94
May 0.2086 0.0005 0.98 0.2764 0.0002 1.0e-07 -2.0e-11 0.99
Jun 0.0515 0.0002 0.98 0.1194 3.0e-05 5.0e-08 -5.0e-12 0.99
Jul 0.0579 6.0e-05 0.97 0.0511 8.0e-05 -9.0e-09 1.0e-12 0.98
Aug -0.0181 0.0001 0.94 0.0759 -3.0e-05 6.0e-08 -5.0e-12 0.99
Sep 0.3403 0.0003 0.82 0.376 0.0001 9.0e-08 -1.0e-11 0.83
Oct 1.1248 0.0006 0.90 1.2075 0.0002 2.0e-07 -3.0e-11 0.86
Nov 3.1361 0.0013 0.93 3.1038 0.0009    3.0e-07 -5.0e-11 0.89
Dec 2.2861 0.0015 0.90 2.9583 0.0007 4.0e-07 -6.0e-11 0.87

TABLE 3.  Weather stations with eight year climate record.
The fit of the data

set were tested using a
separate data set, a recent
eight-year record (1987-
1994) with both hourly and
daily data obtained from 16
NOAA Climatological Data
stations and the NCAR
climate database.  These
sites crossed the same
elevation gradient (Table 3)
and latitude as the long-
term dataset used to create
the relationships.  These
data also show the that peak
rainfall occurs in the mid-
elevation range around the
2000 m contour. This result
is consistent with recent

model predictions for orographic precipitation (1994).  Thus the short-term record from 16 stations
located near the watershed displayed monthly precipitation and elevation patterns that were similar to the
long-term mean precipitation patterns.  We did not use these data directly because the short-term record
was more noisy than the 30 year pattern.  Because the short-term record spanned the drought years they
were anomalous in their more sporadic rainfall distributions.  A second reason for the greater noise in the
eight year data set is because data records from several stations were incomplete and the missing data
could also have biased the results.  Again, first and third order regressions for monthly means showed
good correlations, with regression coefficients greater than 0.87

The final data set used to evaluate weather generation is the California Irrigation Management
Information System (CIMIS) weather station at Camino, CA and located within the Camp Creek study
area.  The regression between predicted and measured cumulative annual rainfall for the 1995 water year
are shown in Figure 7.  This figure provides an independent assessment of the accuracy of the weather
predictions for a random location in the watershed and illustrates the reliability of the climate sub-model.

STATION’S ID STATION’S NAME ELEVATION (M)
3113 FOLSOM DAM   106.7
1428 CAMP PARDEE   200.6
2728 ELECTRA P.H.   217.9
6964 PLACERVILLE 563.8
3028 FIDDLETOWN D.R. 568.4
9582 WESTPOINT 859.5
6597 PACIFIC HOUSE 1049
7689 SALTSPRINGS P.H. 1128
0883 BLODGETT EXP. FOREST 1344
3891 HELL HOLE 1478
7489 ROBBS PEAK P.H. 1562
4713 LAKE SPAULDING 1571
0897 BLUE CANYON 1609
8332 SODA SPRINGS 1 E 2100
2671 ECHO SUMMIT SIERRA SKI 2240
9105 TWIN LAKES 2438





The first order regression prediction closely approximated the measured precipitation at the Camino
station.  The third order regression prediction was slightly less good in this test of the prediction.

Net Radiation

The energy budget is driven by the net downward flux of radiation.  Net radiation is the net sum
of the downwelling short wave solar radiation and longwave sky radiation the upwelling shortwave and
longwave radiation from the Earth’s surface.  Daily and hourly net radiation can be calculated by
integrating hourly net radiation  or total daily net radiation, extrapolated  over the hours of daylight by
assuming a sine function.  Net shortwave radiation was used for all functions except snowmelt which
requires total net radiation (including longwave radiation).

Net shortwave radiation for each cell was simulated in the model (following the methodology in
MT-CLIM, Running and Coughlan, 1988) and was used to derive daily radiation budgets.  These
measures were adjusted for cloudiness using the Campbell and Bristow method and extrapolated spatially
based on the solar zenith track for each time of day and date and the topographic conditions in each cell.
Daily net shortwave radiation was modified by calculating an east and west horizon mask.

Energy Budget Equation

All organisms interact with the physical environment through energy exchange processes.  In
equilibrium, the rate of energy absorbed is equal to the rate of energy loss, through convective and
radiative heat loss, and evapotranspiration.  The simplest form of the energy budget equation is:

Rnet = H + G +λE (1)

This form of the equation ignores minor sources of variance but includes the three major environmental
components of the partitioning of solar energy.  Rnet is the net radiation flux density.  The soil heat
storage (G) is generally small and <10% of the Rnet when soil moisture is not limiting.  Most energy is
dissipated as sensible heat flux (H) or latent heat flux density (λE).  The balance of these components
depends on several factors, including the availability of soil moisture for evapotranspiration, temperature,
preceeding plant conditions, and relative humidity.

Vapor Pressure Deficit

The vapor pressure deficit is needed to calculate canopy conductance to water vapor.  This is
calculated from the dew point and the site average temperature.

Vapor Pressure (kPa)  under ambient conditions is
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where
ea is the vapor pressure in the atmosphere
es is the saturated vapor pressure in the atmosphere at that temperature

Tdew= dew point, $C

The vapor pressure deficit VPD (kPa) is calculated as

VPD = ea - es (4)

Albedo

The albedo of a cell depends on the fraction of canopy cover, F,  and the presence of snow.  Albedo of the
canopy and albedo of the ground surface (non-canopy fraction of cell) are fixed inputs to the model.  The
fraction of canopy cover is estimated from lai as

F = lai / laicc (5)

where F is the fraction of cell area covered by canopy, lai is all-sided leaf area index, and laicc is leaf area
index at canopy closure.  The albedo of the cell, Acell, is a weighted average of canopy albedo, Acanopy, and
ground albedo, Aground:

Acell = (F * Acanopy) + ((1 - F) * Aground) (6)

When the ground is snow-covered, Aground is a function of the snow surface age and melt season of the
form

Aground = abNc  {NOTE: c is a superscript of N } (7)

where N is the age of the snow surface in days since last snowfall, and a, b, and c are coefficients that
depend on season.  During the accumulation season, the coefficients are 0.85, 0.94, and 0.58 respectively,
and during the melt season they are 0.85, 0.82, and 0.46, respectively (Laramie and Schaake, 1972).  The
date of transition from accumulation season to melt season was estimated as March 15 from data in Smith
(1982), but is a user-defined parameter.

Snow fall

There is decreasing catch efficiency in precipitation gages at higher altitudes with a higher proportion of
snow making direct extrapolation somewhat inaccurate.  Precipitation occurs as snowfall in our model if
daily minimum temperature <= 0 C.  According to Smith (1982, in Kattelmann et al., 1985), using daily
minimum temperature and 0 C as the rain/snow threshold yields very accurate results for the Sierra
Nevada.  Smith accurately predicted observed precipitation type 88 percent of the time at the Central
Sierra Snow Laboratory in Norden over a 10-yr period, and 96 percent of the time at Blue Canyon over a
12-yr period.
Snowmelt

Generally, energy fluxes affecting a snowpack are categorized as 1) radiative heat transfer, 2) sensible
heat transfer by turbulent convection, 3) latent heat transfer (losses by evaporation and sublimation; gain



by condensation of water), 4) heat advected to the pack by rainfall, 5) heat conduction through the snow-
ground interface, and 6) internal latent heat exchange (loss by melting; gain by refreezing of liquid
water).

We have incorporated an energy-balance method that estimates radiative transfer and heat advection to
the snow, and assumes that the other fluxes are relatively small and can be neglected.  Radiative transfer
is the most important flux driving snowmelt in the Sierra Nevada (Kattelmann, 1990).  Estimation of heat
advected to the snowpack is important for prediction of rapid snowmelt due to rain-on-snow storm events.

Radiative transfer calculations include daily short- and long-wave radiation exchange with the snowpack.
The snowpack is always assumed to be below the canopy.  Net shortwave radiation at the top of the
canopy is predicted as described above (Net Radiation). Incoming long-wave radiation flux is a function of
atmospheric emissivity, air temperature, and estimated cloudiness.

Net shortwave radiation below the canopy (transmitted) is calculated by attenuating above-canopy
shortwave radiation (incident) as a negative exponential function of leaf area index.  If leaf area index is
less than 1.0 then all incident radiation is assumed to be transmitted.  Below canopy radiation is
calculated as

It = Io e
-k * LAI (8)

where It is transmitted shortwave radiation, Io is incident (above-canopy) shortwave radiation, LAI is one-
sided leaf area index and k is an extinction coefficient (0.5).

Incoming longwave radiation to the snowpack under clear skies, Ldc, is calculated as

Ldc = e s Ta
4 (9)

where e is effective emissivity, T is average daily air temperature (K), and s is the Stefan-Boltzmann
constant.  The effective emissivity of atmosphere and canopy overhead, e, is a function of atmospheric
water vapor pressure, ea, atmospheric transmissivity, t, and canopy cover, F.  We used Sellers’ (1965)
coefficients for Brunt’s (1932) equation expressing atmospheric emissivity, ea, as a function of water
vapor pressure at dew point temperature.  This estimate was adjusted for cloudiness using the equation of
Sugita and Brutsaert (1993),

C = 1.02 t-0.0227 (10)

where C is a cloudiness scaler and t is atmospheric transmissivity.  We used Bristow and Campbell’s
(1984) procedure to estimate atmospheric transmissivity, as described previously.

The effective emissivity, e, of the atmosphere and canopy overhead is then calculated as

e = (1 - F) (0.605 + 0.048 [ea
0.5]) C + F (11)

If the air temperature is below 0 C, then net longwave radiation to the snowpack can be estimated as

Ld = (e - 1) s Ta
4 (12)

assuming the emissivity of snow as 1.0.  When air temperature is above 0 C, the temperature of the
snowpack is assumed to be 0 C and net longwave radiation is estimated as

Ld = e s Ta
4 - s(273)4 (13)



Heat advected to the snowpack by rainfall, R, is calculated based on the assumption that the snowpack is
isothermal at the melting point

R = rw cw r (Tr - Tm) (14)

where rw is the density of water, cw is the heat capacity of water, r is the amount of rainfall, Tr is the
temperature of the rainfall (assumed equal to air temperature), and Tm is the melting point temperature.

All of the energy transferred to the snowpack is assumed to go towards converting snow to liquid
(implying an isothermal snowpack) so that 334 kJ are required to melt 1 kg snow.

Penman-Monteith equation

The Penman equation (1948) estimates the evaporation loss for a day from an open water surface.
Monteith (1963) proposed that evaporation could be predicted if the canopy and air resistance to water
vapor flux were known. The Penman-Monteith Equation is used to calculate the evaporation of water from
the canopy where the flux of water vapor is restricted below the potential rate of evaporation from an open
surface of water. Evaporation from a free water surface provides an upper boundary for maximum
evapotranspiration and the modified form of the equation provides an estimate of actual transpiration for a
vegetated or soil surface in terms of environmental parameters of net radiation, vapor pressure deficit, and
temperature, and the diffusive resistance to water vapor of the canopy.  A combined form of these
equations is commonly used:

λE = s(Rn -G) + [ρcp(ρ' va - (ρ' va - ρva ))/ rH]
         ______________________________ (15)

λv[s+ γ*]

where

γ* =  1 + γrV/ rH

here, λv  is the latent heat of vaporization of water, E is the evapotranspiration, s is the slope of the
saturation vapor density-temperature curve at the average temperature of the canopy, ρ is the density of
moist air, cp is the specific heat capacity of the air at constant pressure, ρva is the ambient vapor density,
ρ' va is the saturation vapor density of the air, and rV is the canopy resistance to water vapor flux, and rH is
the aerodynamic resistance to water vapor transport, γ is the psychrometric constant ρcp/λ, , and γ* defines
the resistance function for a canopy.  For a free water surface rV =  rH.

Evapotranspiration

We modified the FOREST-BGC model (Running & Coughlan, 1988) which is an ecosystem
process model that calculates carbon, water and nitrogen cycles in a forest ecosystem.  The model treats
canopy interception, evapotranspiration, transpiration, photosynthesis, growth, and maintenance
respiration, carbon allocation above and below-ground, litterfall, decomposition and nitrogen
mineralization on daily time steps.

Transpiration is calculated using the Penman-Monteith method following a methodology
described by Running and Coughlan (1988). The transpiration rate derived from the Penman-Monteith
equation m3 H2O s day-1 LAI -1 is multiplied by daylength (s day-1) and LAI  to obtain canopy transpiration
m3 H2O s day-1 for a grid cell.



In BGC the aerodynamic resistance is a constant and assumes a well-ventilated conifer type
canopy, an assumption that seems valid for pine and fir forests. However, the model does not distinguish
between vegetation types (e.g., grasslands or chaparral) and so modification of the subroutines is
necessary to improve characterization of other types of ecosystems. The aerodynamic resistance, ra = s m-1,
is a reciprocal function of leaf area index (Running and Coughlan, 1988) as implemented in FOREST-
BGC

r laia = 5 0 2. / ( / ) (16)

which assumes that the canopy is well ventilated with a conifer needle morphology.  This assumption
avoids the need for windspeed data.
Table 4 provides a description of the data inputs to the aboveground energy balance subunit of the model
and the units.

Plant Water Uptake

Implicit to the logic used to estimate water uptake by vegetation is that rooting depth is equal to
soil depth.  Water is removed from the soil proportional to its availability; no preference is made between
saturated or unsaturated zones.  Therefore, given T (transpiration) in time ∆t , the amount of water
removed from the vadose zone is

Tg = T(Wv/Wv + Wg)) (17)

and from the groundwater zone is

Tg = T (Wg/(Wv + Wg)), (18)

where

Wv and Wg are the quantities of water in the vadose and groundwater zones, respectively,
Tv and Tg are subject to the constraint that they do no exceed Wv and Wg, respectively.

Canopy Conductance

The canopy conductance, Gc is modified by (1) solar radiation input, (2) temperature, (3) leaf
water potential, and (4) absolute humidity deficit.  It is a measure of the capacity for conductance of water
vapor from the leaf to the air.  In this formulation, no distinction between stomatal conductance and
boundary layer conductance is made, therefore the canopy conductance is the sum of both of these terms.

(1)  All leaf area receiving a defined minimum threshold radiation, as determined from the canopy light
attenuation following a Beer’s law extinction equation, will have conductance to water vapor.  The Beer’s
Law canopy light extinction relationship for light environments at depth within the canopy is

daily average short-wave radiation, Qi = (Qo(1-ekLAI))/(ekLAI) (19)

where
Qi = light transmittance, MJ m-2 day-1

Q0 = light intensity above canopy

k = Beer’s Law extinction coefficient, assumed to be 0.5
LAI = Leaf area index



In canopies that have light transmission exceeding the radiation threshold, Gc is equal to that defined in
relations (3) and (4) below.  If the minimum daily radiation is less than the threshold, then canopy
conductance is restricted to cuticular conductance which is defined as 0.00005 m s-1.

(2)  Minimum mean night air temperatures below freezing restrict canopy conductances to the cuticular
conductance.  Therefore, minimum night temperatures are used to reduce Gc.   When below 0º C,
conductance is reduced by 0.0002 m s-1 º C-1.



Table 4.  Soil, climate and plant parameters used for aboveground canopy evapotranspiration simulations.

Description                                                                 Units

Model Inputs:
Site characteristics:

1. Geographic coordinate, latitude & longitude º
2.  DEM m
3.  slope º
4.  aspect º
5.  vegetation type map --
6.  soil type map --
7.  geologic unit map --
8.  road map --
9.  Day of Year day number

Input variables:
Climate Data (hourly, daily):

10. Precipitation m3 m-2

11. Canopy interception, rain m day-1

12. Snow fall (equivalent water thickness) m day-1

13. Snowpack m3 m-2

14. Snowmelt m H2O day-1

15. Daily maximum air temperature º C
16. Daily minimum air temperature º C
17. Dew point temperature º C
18. Vapor Pressure Deficit KPa
19. Daylight average air temperature º C
20. Average night minimum temperature º C
21. Canopy precipitation storage m3 m-2

Soil Properties:
22. Soil water content m3 m-2
23.  Soil water capacity m3

24.  Soil-predawn Ψ -Mpa
25.  % organic matter %
26.  % clay %
27.  % sand %



Table 4.  Soil, climate and plant parameters used for aboveground canopy evapotranspiration simulations.
(cont.)

Description                                                                 Units

Seasonal Characteristics:
28.  Daylength s day-1

Canopy structure Characteristics:
29.  Leaf area index m2 m-2

30.  Specific leaf area m3 kg-1

31.  Canopy light extinction coefficient dimensionless
32.  %  Cover %

Canopy Physiological Properties:
33. Spring minimum Ψl -MPa
34. Ψl  at stomatal closure -MPa
35. Maximum canopy conductance, H2O m s-1

36. Slope Gc humidity reduction m s-2 µm-1day-1

37. Radiation Gc threshold kJ m-2 day-1

38. Gc H2O, soil water control multiplier
39. Gc H2O, night minimum temp. reduction multiplier
40. Gc H2O, humidity deficit reduction multiplier
41. Gc H2O, conductance radiation reduction multiplier
42. Final Gc H2O m s-1

Model Intermediates:
43. Penman-Monteith transpiration m H2O LAI-1 s-1

44.  Precipitation interception coefficient m LAI -1 day-1

Model Outputs:
45.  Transpiration m3 m-2

46. Evaporation m3 m-2

47. Evaporation of canopy intercepted
precipitation m day-1

48. Surface Water outflow m3 m-2

49.  Subsurface water outflow m3 m-2

50.  Surface water velocity º m sec-1

51.  Vadose zone water storage m3 m-1

52.  Surface ponding depth m



 (3) Decreasing soil water supply decreases transpiration through the influence of leaf water potential on
canopy conductance.  Daily maximum leaf water potential, Ψ( )MPa , is a reciprocal function of soil water
supply, where

Ψ =
+

0 2.

(( ) / ( ))Wv Wg dφ
(20)

where
d is soil depth and
φ  is soil porosity.

Canopy conductance, Gc =  m s-1, is then calculated as

G Gc c cc= − −,max min( )∆ Ψ Ψ , (21)

where
Gc,max is maximum canopy conductance, m s-1

∆cc is the slope of the canopy conductance versus leaf water potential curve, m s-1 MPa-1 (see below),
and

Ψmin  is the minimum leaf water potential that induces stomatal closure (MPa)

∆cc is calculated from

∆ Ψ Ψcc c springG= −,max min min,/ ( ), (22)

where
Ψmin,spring  is the spring minimum leaf water potential (MPa ).

(4)  Canopy conductance to water vapor is then computed as a function of first leaf water potential and
modified by the absolute humidity deficit.  Conductance declines under conditions of high vapor pressure
deficit, where

Gc = Gc max - slope (Gc max/Ψl stomatal closure - Ψl spring minimum) (23)

and

Gc VPD restriction, m s
-1

  = Gc max  slope (Gcmax, m s
-1

)/Ψl stomatal closure, MPa - Ψl spring minimum, MPa)  absolute humidity
deficit (m s-1)

Canopy Interception

The canopy term for rainfall interception is proportional to LAI using an empirical factor derived
from fraction of ground cover  (Dickinson et al. 1991; Wigmosta et al. 1994), where interception = 10-4 *
LAI*F (F= fraction of ground cover).  Intercepted water may be evaporated (depending on Rnet), and the
rest is assumed as storage.  All precipitation is transferred to the ground the same day as the precipitation
event occurs.



Evaporation from Soil

A Penman-Monteith approach was followed and an empirical relation was used to determine soil
surface resistance.  In this case, the canopy resistance term is replaced by a soil surface resistance, rs.  It is
also possible to develop a less empirical relationship using soil properties.  Wigmosta et al. (1994)
determined soil evaporation using the minimum potential ET or soil desorptivity (a function of soil
moisture content and soil properties; following the quasi-physical approach of Eagleson (1978a,b).

Vegetation Data Sets

The study used the USFS Calveg forest map to determine vegetation types and stocking class.
There were two additional datasets used for validating the vegetation characteristics.  These were the
Forest Inventory Analysis (FIA) datasets and the Ecounit Inventory dataset.  These latter datasets had
information about forest structure, cover, and size classes from geographically located plots.  Field
observations were also conducted to evaluate the accuracy of predicting site conditions and sites having no
canopy/bare soil.  These sites were identified in the field using Trimble Navigation Pathfinder + Global
Positioning System (GPS) recorder and differentially correcting for +/- 1 m recording accuracy in
horizontal location and 2-3 m accuracy in the vertical location. In our current study we compared our
SMA interpretation results with Forest Service Inventory Analysis data and about 241 plots where stand
and soil data was obtained.  We digitized that data and used it to validate our LAI and forest stand model.
The extent of validation data for our current study  is relatively unique.  These results suggest that the
model and data are parameterized at a scale useful for watershed level studies.

Leaf Area Index

Virtually all physiological models use a formulation of the Penman-Monteith equation multiplied
by a function based on LAI, soil moisture, temperature, relative humidity, and daylength.  LAI is the most
important driver of ET and one place where data quality is poor and errors are large and significant.
Typically,  satellite data is used to derive a  one time per year maximum “greenness” estimate which is
distributed annually by assuming a probability distribution over time.  Usually the assumption is that LAI
is linear with NDVI or an empirical curve is used.  Allometric equations may improve this relationship;
especially where stand density or size information is available.

Estimation of Leaf Area Index

A Landsat Thematic Mapper satellite image from 1994 was used to estimate peak summer LAI
using two methods. The first method was an estimate of canopy greenness based on a normalized ratio of
the red and near-infrared bands.  This index is called the Normalized Difference Vegetation Index and is
computed as

NDVI =  (TM-band 4 - TM-band 3) (24)
 (TM-band 4 + TM-band3)

This index is sensitive to the amount of green foliage cover within a pixel.  It has been widely used to
estimate LAI using empirically derived scaling factors.

We also used another method to estimate LAI and % bare soil using a spectral mixing analysis.
This technique assumes that the pixel spectrum is composed of the aerial proportional contribution of each
of the objects in the pixel.  Materials can be distinguished only if they are spectrally distinct.  If they have
distinctly different spectra then their individual contributions to the mixed pixel can be estimated.  This
was done for the TM scene and three classes were distinguished:  bare soil/litter, green foliage, and



“shade/shadow, ”  which captures the surface albedo variation.  The contribution of topography to this
spectral component was removed by calculating the variation in solar intensity as a function of
topography.  The residual shade represented a measure of the surface roughness and is related to the
spacing and density of the canopy.

Sites lacking vegetation cover (bare soil) were compared to mapped estimates and % cover on the plot
datasets.

The spectral mixing equation is

Rij = ∑(Fij Rsoil, j + Fij Rveg, j + Fij Rshade, j) + error (25)

where
Rij is the pixel radiance (or calibrated surface reflectance) for each band
Fij is the fraction of each surface component in the pixel in each band
Rsoil, j is the radiance (or reflectance) of soil in each band j
Rveg, j is the radiance (or reflectance) of green foliage in each band j
Rshade, j is the radiance (or reflectance) of shade/shadows in each band j
error is the difference between the Rij and the sum of the estimated spectral fractions in each pixel

We had no direct measure of LAI or an allometric relationship e.g., using DBH that had been
developed for the site and species within our watershed.  Comparisons between estimated LAI and canopy
greenness were made to % cover from the Forest Service Ecounit site data.  A constant scaling factor was
applied to convert greenness to LAI using a linear interpolation and scaling between a maximum LAI of
1-12, and is equivalent to maximum NDVI.  This comparison provides a estimate of all-sided LAI.  Table
5-4 shows that the coefficients of determination (r2 ) is significant at a probability p>0.0001.  The
FOREST BGC model uses an empirical relation of 2.2 to divide the all-sided LAI to get projected LAI.
For reference, planar leaves in a canopy of spherically distributed leaf angles would have a theoretical
value of 2.0.

Table 5-1 shows the results of a comparison between % total cover, % conifer cover, % shrub
cover and total % vegetation cover from the Ecounit data set and NDVI and LAI (Table 5-2).  None of
these relationships had high coefficients of determination (r2) even though some had significant
probabilities (P) due to the large sample size (n).  This relationship was also tested for topographic slope
since some differences in illumination may not have been normalized by the NDVI. This relationship also
had a low r2 .  We also compared total herbaceous cover, topographic aspect, and hardwood cover against
the % shade derived from the spectral mixture analysis after subtracting topographic shade from the
analysis (Table 5-3).  This relationship also showed a poor fit against the field data sets.  The same
comparison was performed for the FAI data set with similar results.  There is a relatively poor fit between
% cover (by forest type) or DBH (trunk diameter at breast height) and greenness as seen by the satellite.
This poor fit is probably because of a combination of errors and the fact that as tree cover decreases within
a plot, cover by the shrub and herbaceous layer increases.  Thus, a better comparison to the satellite data
would be total green foliage cover of all vegetation types.  Since the model is only parameterized for a
single vegetation layer, the greenness probably offers a closer estimate to total plot LAI.

Land Cover Type

In this study, vegetation type definitions followed the CALVEG inventory types as defined by the
Forest Service.  Thematic Mapper satellite data were used to directly determine vegetation patterns (type,
density, LAI, % cover), spatial statistics and classifications.  Several TM scenes, including summers of
1989, 1991, and 1994 are in our database and could be used to evaluate hydrologic processes during
different water and climate years.  We used the July 1994 TM scene to define vegetation type for all



simulations reported here because it was the most nearly concurrent data for the 1995 water year which
began in September 1994.  Vegetation type was used to define rooting depth and LAI to define root mass.
Results are combined to identify the percentage cover by canopy type, needle leaf forest, broad-leaf (or
mixed) forest chaparral, grasslands, duff, bare soil, and rock (vegetation type and % cover).  Either the
Green Vegetation Fraction or NDVI (Normalized Difference Vegetation Index) may be used to identify
the vegetation growth status and empirical relationships to estimate LAI (Leaf Area Index). These results
are combined with the vegetation type map to derive interception and canopy aerodynamic resistance.

Soil Properties

Soil profiles, parent rock, soil structure, organic matter content, permeability, and water holding
capacity within mapped units are derived from order three and/or order two soil survey data.  These data,
combined with the soil and litter fractions derived from the remote sensing analysis and DEM data, are
used to identify the potential rooting depth, soil porosity, saturated hydraulic conductivity, and soil bulk
density.  The 20-30 m resolution our model is operating at is not realistic for mapping maximum soil
heterogeneity but approximates real world situations and is as good as our database (or any database)
allows at the present time.

Adding more soil layers would be physically more realistic as different species mine different
depths of the soil profile or change depth as phenology progresses.  The problem is in assigning a root
depth (or active root depth) as a function of time, soil type, and vegetation type.  There is very little data
in the published literature to support a rigorous structuring of rooting depths and root biomass (or other
parameters related to water uptake rates, e.g., root length density).

In this study, all of the soil physical and chemical data are from “Soil Survey Eldorado National
Forest California”, “Soil Survey of Eldorado Area, California”, and “Laboratory Data and Descriptions for
Some Typical Pedons of CA soil.”  The soil survey of the western Camp Creek region was done by USDA
SCS and the eastern region of Camp Creek region was done by USDA forest service.  Both soil surveys
are in Order 3 scale.  The data used for generating the data file, soilinfo.dat, are taken from Table 5, Table
6, and Table 10 of Soil Survey of Eldorado Area, California (USDA, 1974), and Laboratory Data and
Descriptions for Some Typical Pedons of CA soil (SCS, 1973).

The soil attribute data are linked by the soil map units between the soil database and the digital
soil survey map. The attribute data for the east side of the study area were directly digitized and input
from the hardcopy of the USFS Eldorado National Forest soil survey report. The attribute data for the west
side of the study area was abstracted from the STATSCO database.

The attribute data listed in the reports have a range of values (min. and max.) for each soil depth
layer. The mean value for each layer was calculated based on the arithmetic average except for
permeability which was calculated using the log mean. The model currently treats the soil profile as one
layer but could be modified to run at more layers if data is available. The parameters for the soil layer
were calculated using a weighted depth.  The soil data in the data base includes:

1). Soil type (description)
2). Depth to bedrock (cm)
3). Hydraulic conductivity (cm s-1)

     4). Porosity (dimensionless)
5). Field capacity (dimensionless, cm cm-1)      
6). Effective suction at wetting front (kPa)

     7). Available water capacity (dimensionless)

The soil data from the east side of the study was from hard copy of the Soil Survey Eldorado
National Forest California and Laboratory Data and Descriptions for Some Typical Pedons of CA soil.



For the west side of the study area, the data was from USDA National Resources conservation Service
State Soil Geographic (STATSCO) data base.

Soil type is a value in the data base linked to the soil map unit symbols (presented by both soil
survey agencies).  The original soil map units used in the soil survey map and the soil type used in data
file can be seen in the data file and are shown in Tables 4 and 5 of both soil survey reports.  Depth to
bedrock is the sum of the each depth in soil profile and is found  in Tables 5 or 6 of the soil survey report.

The effective hydraulic conductivity can be directly estimated from the soil database.  However,
the saturated hydraulic conductivity which is given in this data base has a wide range; it varies from 0.2 to
6.0 in./hr. for the same soil.  Without additional information, we may simply use the average value (or
some other algorithm, e.g., log mean, geometric mean, or harmonic mean, etc.).  Saturated hydraulic
conductivity was estimated from the original multiple soil layer data set based on the harmonic mean
which is generally used in hydrologic studies for integrating soil moisture. The original data for the west
study area can be found in Table 6 of USDA Forest soil survey Soil Survey Eldorado National Forest
California.

The porosity of the soil medium can be calculated from the measured bulk density.  If the cation-
exchange capacity of the clay (which is an indicator of the shrink-swell capacity of the clay), and the sand,
clay, and organic matter percentage are available, then the  bulk density at the water content for 33 kPa
tension can be estimated from the following:

BD S S OM C OM C CEC= + ⋅ − ⋅ ⋅ − ⋅ ⋅ − ⋅ ⋅1 51 0 0025 0 0013 0 0006 0 0048. . . . . (26)

in which BD is the bulk density of < 2 mm material (gm/cm3), S is percent sand, C is percent clay, OM is
percent organic matter, and CEC is the ratio of cation-exchange capacity (CEC) of clay to the percent clay
(CEC ranges from 0.1 to 0.9).

In this study, due to lack of the CEC data, we used sand, clay, and OM to estimation the mineral
bulk density following the procedure and data chart developed by Rawls (1985).

Soil bulk density
Organic matter

Organic Matter Bulk Density

Organic Matter

Mineral Bulk Density

=
−

−
100

100% %
(27)

Average organic matter bulk density equals 0.224 gm/cm3.  Bulk density is converted to porosity
accordingly:

φ = −1
BD

PD
(28)

where PD is the particle density (2.65 gm/cm3).  Specific yield, used in the groundwater model, as
assumed to be equal to porosity.  The soil particle size distribution data and the chemical data for the east
study area are listed in Table 6 and Table 5 of Soil Survey Eldorado National Forest California.  Field
capacity data are from Table 10 of "Soil Survey Eldorado National Forest California" and "Laboratory
Data and Descriptions for Some Typical Pedons of CA soil".

The validity of the soil polygons for use in a hydrologic model of this scale was tested using data
from the soil maps which were compared to FS plot data from the Ecounit Inventory.  Because soil depth
and % clay were the primary infiltration and water holding drivers they were compared by regression
analysis.  Figure 8a. shows the relationship between the estimated soil polygon % clay content of the soil
(weighted average with depth) and the measured % clay content from the Ecounit study.   The soil data





base did not have a continuous range of % clay contents as seen in the figure.  Several Ecounit soil
samples were collected for each polygon type and these measured % clay values usually ranged over 20-
30%.   Thus, even though a significant regression with a positive slope was obtained, considerable scatter
is found around the regression line.  Not all soils had depth values associated with them but for those that
did, we found a significant positive regression between measured depth and polygon value (Figure 8b).
Again, substantial scatter is apparent.  Nonetheless, these data show that polygon soil properties are
within the range of measured values obtained at random point locations.   It would be possible to improve
the input polygon data by determining a probability density distribution for these soil properties using the
field data if this was determined to produce significant error in the infiltration patterns across the
landscape.

Effective suction at the wetting front was estimated using the equation given by Rawls and
Brakensiek (1982, 1983) by relating the Green-Ampt wetting front suction parameter to soil physical
properties in the following equation:

Hf = exp[6.53-7.326φ+0.00158C2+3.809φ2+0.000344SC
-0.04989Sφ+0.0016S2φ2+0.0016C2φ2-0.0000136S2C (29)
-0.00348C2φ+0.000799S2φ]

Available water capacity was estimated based on a weighted mean (by the thickness of each layer). The
original data for the east side of the study area are listed in Table 6 of Soil Survey Eldorado National
Forest California.

Digital Terrain Map.

Digital elevation maps were available for the study area at 1:24000 which yields an interpolated
30 m resolution in the horizontal and 12 m resolution in the vertical directions.  ARC/Info was used to
calculate slope and aspect at 1 pixel resolution and at a moving 9 pixel average resolution.  The maps
were compared to slopes created in GRASS for validation and were found to have a 1:1 relationship
(R2=0.999).

Because topographic gradients drive both the flow of water and the direction, the model is
particularly sensitive to the accuracy of the topographic maps.  The resolution of the digital USGS maps
are about 30 m in the horizontal plane and 7 m in the vertical plane.  We compared the elevation
estimated from the USGS topographic data and the derived slope and aspect data to data from the Forest
Service Ecounit and FIA datasets. Results from both comparisons yielded similar results with the same
conclusions.  Data from the Ecounit study are shown in Figure 9.  It shows that the elevation predicted
from the DEM is very close to the measured elevation.  Aspect is also relatively well predicted from field
measurements, while the worst case is found for estimating slope.  The greater scatter in the predicted
slope apparently results from both greater problems in mapping it accurately at the field scale and the
differences in scales measured.  When DEM data are aggregated to 5 x 5, 9 x 9, and 15 x 15 pixels, the
relationship between measured and predicted values decreases.  Thus, slopes are under-estimated which
affects the accuracy in predicting runoff for all hydrologic models.

The DEM for the Camp Creek watershed is shown in Figure 10.  The smaller Snow Creek
watershed is shown in Figure 11 and the Pebble Creek watershed in Figure 12.  Snow Creek and Pebble
Creek are located within the watershed shown in Figure 10.  The location of Snow Creek within the Camp
Creek watershed can be seen in Figure 1.













Synthetic Terrain Map.

Several synthetic terrain maps were created for testing the surface flow module and anisotropy in
modeled runoff.  These included the gradient in x direction given by:

δ δ  z x DEM/ = ×
−
−
−
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and the gradient in y direction by

δ δ  z y DEM/ = ×
− − −
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then the slope and the aspect are defined by:

slope = [ (δz/δx)2 + (δz/δy)2 ]1/2 (32)

for δz/δx ≠ 0, aspect = arctan[(δz/δy)/(δz/δx)] / [4×arctan(1)] × 180 + 270 if δz/δx>0
aspect = arctan[(δz/δy)/(δz/δx)] / [4×arctan(1)] × 180 + 90 if δz/δx≤0

For δz/δx = 0, aspect = 180 if δz/δy>0

aspect = 0 if δz/δy≤0

Examples of the synthetic DEMs are shown in Figures 13 and 14 used for two of these tests.

The model was tested by several sets of generated surface flow parameters:
− Three rainfall types : point, polygon or constant over the area
− Three constant slopes :  10, 30, or 60 %
− Rotated in two kinds of grid orientations : normal to the N or to the NE direction
− Different shapes of landscape : steep plane, divergent, and convergent steep surfaces

To do this several DEM’s were generated:
− Constant slope
− Composed of four valleys having four different slopes
− Octagonal DEM;  created to test anisotropy
− A cone
− A valley with converging and/or diverging surfaces

Surface Flow

The mass balance principle is invoked to estimate the change in volume of water stored on the
surface.  Precipitation adds to the surface storage, infiltration may remove or add water to storage, and
flow from adjacent cells adds or subtracts from storage.  Consider precipitation and infiltration first.  Our
model assumes that precipitation, less a fraction intercepted by the canopy, arrives on the landscape and
either infiltrates directly into the soil or contributes to water ponded on the soil surface.  In the latter case,
precipitation rate exceeds the potential infiltration rate.  At the beginning of the rainfall event, due to the
low initial water content of the soil, the infiltration rate is higher than the rainfall rate.  With time,
cumulative rainfall increases, and infiltration increases with rainfall, while infiltration rate decreases.





Finally, at some time step, the rainfall rate exceeds the infiltration rate, and the excess rainfall causes
ponding.  At that time, surface flow begins.  Water from groundwater seeps (exfiltration) may also
contribute to surface flow.  Thus, three causes of surface runoff are observed: saturation excess runoff,
infiltration excess runoff, and subsurface flow that are described in detail by Famiglietti and Wood (1991).
In the first case the soil is saturated, in the second case the precipitation rate exceeds the infiltration rate,
and in the third case exfiltration from groundwater contributes to the surface flow.

Knowing precipitation, infiltration, and discharges from the adjacent cells, a change in surface
water storage in the cell of interest is:
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in which P is precipitation rate, I is infiltration rate, ∆x  and ∆y  are the cell dimensions in the x and y

directions, respectively, and Qs  is the flow from the four adjacent cells during the time step ∆t .

Discharge is the product of velocity and area.  Flow area is ∆x  or ∆y  multiplied by flow depth hs .  If

inflow exceeds outflow, the hs  increases or if more water leaves than enters, it falls.

Water moves across adjacent cell boundaries based on physical processes and the topographic
conditions.  Figure 5 shows how the surface flow is calculated based on a two dimensional representation
of water flux. The slope of the water surface is assumed to equal the slope of the ground surface, which is
usually acceptable for gradually varied steady flow.  Overland flows accumulate in depressions and in
small streams which eventually merge into rivers, lakes, or ponds.  In this phase, the transport of the
water can be considered as free surface, gradually varied, sheet flow.  The energy source for surface flow
is gravity, which is consumed by friction, so the overland flow is considered as gradually varied sheet
flow.  Manning's equation states that the overland flow velocity is a function of surface geomorphologic
and surface water ponding conditions.  For the x direction,

u
n

R Sx=
1 2 3 1 2/ /

(34)

in which u is velocity m/s, n is Manning’s friction coefficient L-1/3 T-1, R is hydraulic radius m (flow
section area A m2 over the wetted perimeter WP m), and S is bed slope m/m.  For sheet flow, area is just
flow depth hs multiplied by unit width and, thus, hydraulic radius simplifies to flow depth.

u
n

h Ss x=
1 2 3 1 2/ /

(35)

Qx uAx= (36)

and similarly for the y direction,

v
n

h Ss y=
1 2 3 1/2/

(37)

Qy vAy= . (38)

There are two faces for the x direction and two for the y direction for a total four, as given in the mass
balance equation Qs.



Appropriate use of Manning’s equation assumes particular conditions.  Velocity is constant with
depth; flow is uniform, that is depth, wetted section, velocity  and discharge are constant along the
channel; and the slope of the water surface is equal to the linear loss of head along the channel.  For
gradually varied flow, the equation applies at a location but the velocity changes as slope, roughness and
depth varying spatially over the landscape.  A constant Manning’s n (0.1) was used because litter depth
did not vary with vegetation types in this data base.

Field measurements (Starosolszky, 1987) showed that the Manning's equation yields estimates

which agree with measured values for water at typical environmental temperatures (about 20°C) and flows
at moderate depth (< 10 meters).  Using this method for estimating the surface flow simplifies the model
and minimizes parameter input into variables more readily derivable in GIS applications.

Subsurface Flow

The mass balance principle is also applied to the groundwater flow (Figure 5).  Similar to surface
flow, change in groundwater storage is:

( )∆ ∆ ∆ ∆Sg R ET
g
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=
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in which R is recharge, ETg is water extraction by plants, Qg is the lateral flow from the four adjacent cells
during time step ∆t .  Again, if inflow exceeds outflow, water table depth hg  increases.  The upper

boundary is the water table and lower boundary is the bedrock which also defines the lower boundary of
the soil layer.  Drainage from the unsaturated vadose zone crosses the watertable and increases storage
while plant water extraction decreases storage.

Lateral subsurface flow through the vertical edges or faces of each element is controlled by the
thickness of the saturated layer and the slope or gradient of table elevation.  There is no leakage through
the bedrock.  Since the slope or change in the depth of the water table is small between adjacent cells and
the unconfined flow field is shallow in our system in the absence of sources and sink, the Dupuit
assumption is satisfied.  The Dupuits’ assumption means that the flow moves in an horizontal plane (the
isopotential lines are vertical).  Darcy’s law is limited to:

steady flow,   
∂

∂

 

 

h

t
= 0 and laminar flow. (40)

Otherwise energy is wasted by viscous friction.  But usually the following limits are acceptable:
Re represents the Reynolds’ number, or the ratio of inertial forces over viscosity forces.

if    Re < 1       , flow is laminar and Darcy’s law applicable.
if   1 < Re < 60 , Darcy’s law is applicable with the correction proposed by Dupuits:
qn = -K ∆H/L
if   60 <Re , Darcy’s law is not applicable.

In subsurface flows the velocity is usually very slow and Darcy’s law can be used without considering the
Reynolds’ number.  There is a problem with Darcy’s law application for very low and very high values of
the hydraulic conductivity K. Conductivity has no meaning in the case of a cracked rock, for example.  In
this case study, the conductivity at saturation ranges between 7.10-8 and 2.8 10-4 ms-1.



To simplify the problem, instead of solving Poisson's equation for steady state flow, Darcy's
equation was solved directly for subsurface flow.  The discharge Q per unit width for an aquifer thickness
b in the x and y directions, respectively, is:
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in which k is saturated hydraulic conductivity; hydraulic gradient is the change in total head with distance

in the x and y direction 
∂

∂

h

x

g
 and 

∂

∂

h

y

g
, respectively.  Total head in each cell is the elevation head defined

by the base of the active soil layer plus the water table thickness b and the surface ponding depth hs, if the
water table is at or above the ground surface. The datum for the elevation head is the same as that used for
the interpolated DEM data. Spatial distance along the head drop between two cells is the grid spacing.

Vadose zone

The surface and subsurface mass balance equations do not share a common variable and appear
to be independent but are not.  The vadose zone mass balance equation couples the surface and subsurface
mass balance equations through I and R.  Each element is bounded by the soil surface and the water table
or bedrock in the absence of groundwater.  Change in vadose water storage is:

[ ]∆ ∆ ∆ ∆S I ET R x y tv v
= − −( ) (42)

in which ETv is water extracted by plants.  Storage is the product of water content θ  and thickness of the
vadose zone hv, and varies with time.  Infiltration increases water stored in the vadose zone while water
extraction by plants decreases storage.  Recharge to the groundwater decreases θ  and possibly hv, as the
water table rises.  From field observations during rainfall events, the soil is not saturated below the surface
and thus lateral flow in the vadose zone is negligible.

The vadose zone mass balance equation is coupled to the groundwater equation because hv

depends on hs (groundwater elevation).  To decouple the mass balance equations, the thickness of the

vadose zone hv is assumed constant during a time step and unadjusted water content θ *  is calculated.  At
the end of the time step, depth of the vadose zone and water content are adjusted to reflect the change in
groundwater elevation (∆ ∆h h hs s t t s t= −+, , ).

h h hv t t v t s, ,+ = +∆ ∆ (43)
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The water content of the incremental layer is field capacity.

Infiltration

Infiltration is the entry of water from the surface and its transport into the soil profile.  Spatial
and temporal dynamics of surface runoff and storage as well as subsurface flow and storage depend on



estimates of infiltration.  Water moving across the soil surface is a loss in the surface flow mass balance
equation and a gain in the vadose zone and or groundwater mass balance equations.

In the case of no surface water ponding, infiltration rate is limited by the precipitation rate
(model input).  With ponding, infiltration rate is controlled by surface or subsurface conditions.  Surface
conditions constrain infiltration according to the potential infiltration rate I ga  estimated using the Green

and Ampt equation (1911) or according to the depth of water ponding on surface which could infiltrate
during the time step.  Subsurface conditions might constrain infiltration according to the amount of
unfilled storage in the vadose zone.  If the vadose zone is filled, the groundwater table is the free water
surface and the groundwater system can contribute to (exfiltration) or gain water from the surface flow.

Almost all subsurface flow models are based on Darcy's Law, and most approximate models give
similar results.  Vertessy et al. (1993) used a 1D Richard’s equation to solve for unsaturated flow and a 2D
Richard’s equation was used for saturated flow over a 0.32 km2 forest watershed.  However, this detailed
physical approach has not been applied to a large watershed.

The Green and Ampt (1911) model is most frequently used for larger watersheds because model
assumptions simplify parameter estimation.  In the Green-Ampt equation, the initial infiltration rate, the
saturated infiltration rate, and soil physical properties are considered.  The original Green-Ampt
infiltration model was developed for ponded infiltration into a deep homogeneous soil with a uniform
initial water content.  In applying the Green-Ampt approach, two assumptions are made.  First, there is a
distinct and precisely definable wetting front.  The matric potential at this wetting front remains
effectively constant, regardless of time and position (i.e., dependent only on soil physical properties).  The
second, is that behind the wetting front the soil is uniformly wet and of constant conductivity.  By
neglecting the surface ponding depth the Green-Ampt rate equation has the form:

I k
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in which I ga  is potential infiltration rate m/s, k is effective hydraulic conductivity, m/s, Hf is effective

matric potential at the wetting front m, Md is the difference between saturation and initial water content

( )φ θ− i  m/m, θ i  is water content at the beginning of the precipitation event m/m, φ  is soil porosity

m/m, F is cumulative infiltration m,  Notice that the infiltration rate is dependent on the water content at
the beginning of the precipitation event which is determined by the vadose zone mass balance equation.
In forward finite difference form,
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in which
a = 1

( )b F k tt= − + ∆

c k tH Mf d= − ∆ .



Ft t+∆  is substituted into the finite differenced equation to give I ga .

Mein and Larson (1973) adopted the Green-Ampt model for infiltration during rainfall.  Just
prior to surface ponding the infiltration rate I equals the rainfall rate R and the cumulative infiltration at
the time to surface ponding is the same as the cumulative rainfall.  Over a short time period (e.g., 1
second), we assume the rainfall is homogeneous and steady in each cell.  The available water for
infiltration is determined for each cell by the contributions of both rainfall and lateral surface flow.
Ponding occurs when available water exceeds the sum of the rainfall and lateral surface flow.  The surface
water not only comes from rainfall, but also from adjacent cells via surface flow, so the cumulative
infiltration is determined by both infiltration rate and the water supply from the surface.

The soil column becomes saturated when cumulative infiltration is greater than or equal to φ-θi
times the soil depth.  Next, the infiltration rate is limited by saturated hydraulic conductivity.  When the
subsurface is saturated, exfiltration may occur due to the subsurface flow.  The surface-subsurface flow
system is dominated by changes in the hydraulic head and changes in subsurface storage.

Recharge

Recharge R is either zero or saturated hydraulic conductivity:

R=0 if I ≠ 0

R=k if I=0 and θ θ φfc ≤ ≤

During infiltration, there is no recharge.  If the Green and Ampt wetting front reaches the groundwater
level during infiltration, the vadose zone vanishes and the water table immediately rises to the level of
water on the land surface.  After infiltration stops, the surface water recedes and groundwater moves down
gradient.  As water drains, a new vadose is created at the land surface.

Conversely, if infiltration stops before the advancing front meets the water table there is
recharge.  Water in the vadose zone, retained between field capacity and saturation and behind the wetting
front, drains or recharges the groundwater at the rate of the effective hydraulic conductivity.
Evapotranspiration is removed from the vadose zone if the water table is below the soil surface and it is
removed from the groundwater flow compartment when the watertable rises above the soil surface.

Evapotranspiration

Evapotranspiration ET is derived from the above ground algorithm (Equation 5) and varies as a
function of water stored in the groundwater and Wg vadose zone Wv.  If the vadose zone is overtaken by
the groundwater table, ETv = 0  and all the water is extracted from the groundwater.  Otherwise water is

removed from the vadose zone ETv  storage and groundwater proportionately:
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in which Wv and Wg are depth of water stored in the vadose zone and the groundwater respectively.  The
groundwater is assumed fully saturated such that water content is equal to porosity φ .  These equations

are equivalent to Equation 5 for the estimate of evapotranspiration but show the ET in terms of soil water
availability.

Boundary and Initial Conditions

To limit the region of the study domain, approximate boundary conditions must be determined
before the model can be applied.  Boundary conditions of the problem domain for the six different
boundaries  (in X, Y, and Z directions) follow.  First, we define the flux across the bottom of the cell to be
zero due to the presence of an impermeable bedrock layer.  The flux at the top of the boundary is the
rainfall rate which is determined from local precipitation data.  Along the boundary in the X-Y plane, the
assumption of prescribed head boundaries was made based on the DEM defining the natural watershed
boundary.  Since the soil depth is determined the head change over time can be calculated.

We used the assumption of Famiglietti and Wood (1994b) for initializing the hydrologic model
by assuming that the local soil profile state is at gravitational equilibrium.  Our model only used a one
layer soil and we assumed that at the beginning of the simulation that there was no surface water ponding
and that the total head was equivalent to the elevation head (i.e., there was no water table) except where
free surface water existed.  For the lakes, river channel, and streams, the total head is the sum of elevation
head and the hydraulic head.  This definition explicitly defines the surface and subsurface flows which are
zero initially.

SNEP Scenario Testing and Simulation Results

One SNEP scenario was tested using five decadal forest conditions as estimated from John
Session’s model PROGNOSIS (see paper this volume for details).  The scenario assumes that forest
management follows the “Cal Owl Option A” plan which calls for a “modest” harvest.   The PROGNOSIS
model provides the predicted Vegetation Cover for the current year (decade 0) and for the next 50 years at
decadal intervals.  For the Snow Creek watershed (354.5 ha) we were provided with cover estimates for 74
vegetation units (Figure 15).  This scenario amounted to a 11.55% average increase in LAI during this
period.  These vegetation values were substituted for the satellite derived imagery and annual ET (sum of
daily ET) was estimated using the 1995 water year (Sept. 1994-Sept. 1995) as the base weather year.   The
model was re-run for each decadal cover estimate using the 1995 water year data set.  We found a slight
increase in ET for the 50 year period of 10.98% and equivalent to a mean increase of 2.5 cm.  This





increase in ET is consistent with results of the Leavesley Hydrologic Response Unit Model which
predicted about half this increase (see McGurk this volume), and for which the change in ET is within the
noise of the estimate.  The advantage of our model is its time and space resolution that allow site specific
management plans to be evaluated through simulations.

The most interesting
observation is the large spatial
pattern in ET within this
watershed (as observed by the
gray scale where black = lowest
values and white equals
highest.   The maximum
annual ET and weighted %
vegetation cover is shown in
Table 6.  Transpiration was
found to increase by 10.98%
over the five decades while
cover increased by 11.55%.  To
perform this analysis we
disaggregated the 74 polygon
cover values to 3939 pixels

while the HRU model aggregated these patterns into three HRU polygons.  The level of resolution is
apparent in Figure 16 which shows the LAI derived from the NDVI analysis for this area.  Several
observations can be made, illustrating the value of this model.  First, there is more continuous variation in
LAI in the satellite data.  Second, although the satellite patterns are generally observed in the polygon
data, there is a difference in both location and size of the polygons relative to the satellite imagery.  While
the exact LAI values of the NDVI may be questioned, the spatial pattern represents more correctly the
actual vegetation patterns than the polygon representation.  Lastly, the initial LAI values derived from the
satellite and shown in Figure 16 are higher than those in Figure 15, which were based on an allometric
relationship.  The difference in starting LAI at decade 0 is substantially greater (24% higher, assuming a
maximum all-sided LAI of 12) than that for the 50 year change used in this scenario (11.55% difference
over the 50 years).  This result indicates the sensitivity of these models to input variables and their
accuracy.

Results from the surface-subsurface model include: spatial patterns of cumulative precipitation,
infiltration rate, surface flow velocity, subsurface flow velocity, water table elevation, surface water
ponding depth, vadose zone depth.  The rainfall event started at time zero and continued for seven hours.
Precipitation increases with elevation, following the DEM (Figure 11).

The effect of spatially and temporally varying rainfall rates as well as spatially varying soil types
and initial soil moisture contents, produce the temporal  and spatial patterns observed in the instantaneous
infiltration rate (not shown).  The infiltration rate and cumulative infiltration are important factors in
understanding pollution management.  For example, essential soil nutrients are largely lost through
vertical leaching.  Thus, spatial maps of infiltration are of significant importance in understanding
biogeochemical cycling in boreal ecosystems beyond the immediate role in the partitioning of the
hydrologic budget.

The presence of surface water ponding and its spatial and temporal pattern during and after
rainfall events is an important parameter for land use, flood control planning, and for hydraulic
engineering.  Figure 17 shows spatial patterns in surface ponding at 5 hours.  From this image, one

Table 6.  Annual evapotranspiration predicted from the model for the
Snow Creek watershed.  Decade 0 begins initial forest condition.
Model used rain year 1995 for each annual weather simulation and
simulated ET at the end of each decade of forest growth.

Decade Annual Transpiration Weighted % Vegetation Cover
cm yr-1 watershed-1

0 92693 45.5
1 95355 46.9
2 101158 50.3
3 103097 50.4
4 98762 48.6
5 102868 50.8







observes the strong dependence of surface ponding on terrain features.  Surface ponding depth is 6 mm at
the top of the hills and is 4 mm in the trough after 5 hours.  Although not shown surface ponding depth in
sites having steep slopes and high elevation has decreased, but the depth in the trough continues to
increase.  Later, most surface ponding is restricted to stream channels.  The spatial and temporal patterns
in surface ponding depth demonstrate the effect of both terrain features and precipitation patterns on
surface water storage.

The surface flow velocity is important in the study of soil erosion, sediment yield, sediment
transport, hydraulic engineering designs, soil nutrition, and redistribution of water resources.  Figure 18
shows the spatial patterns in surface flow velocities at 7.4 hours.  In the mountain regions, where the
terrain is steep and the rainfall rate is high, the surface flow velocities are higher than in the trough.  The
surface flow velocity is equal to or greater than 1 m/s on steep slopes and is only a fraction of this in the
low gradient trough areas.

Subsurface flow velocity is important for contamination studies as well as characterizing water
resources distribution.  The water table surface above DEM datum (Figure 19) demonstrates the variations
in subsurface water resources. The water table reaches the soil surface at the time when the soil column
becomes completely saturated.  Drainage of water from the surface to the depth of the active layer is
controlled by subsurface flow and infiltration.  When the water table rises, the water table comes closer to
the ground surface.  At 7.4 hours the water surface is higher than in the trough and this gradient drives
the groundwater to the trough.  Because the gradient is steeper at higher elevation, the subsurface velocity
is higher (Figure 20).  Although the soil type varies (Figure 21), the conductivity is the same except for
the south west corner.  Soil in this corner is deeper and has a greater hydraulic conductivity than in
remainder of the watershed.  The water table drops sharply as shown by the spike in the thickness of the
vadose zone (Figure 22, but not obvious from Figure 19 due to scale of the z axis).
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